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Abstract: A new Stochastic Computing (SC) circuit design paradigm for image processing system is 
presented in this work. Two improved SC computational functions are derived, which are namely the 
stochastic scaled addition and stochastic absolute value of difference. Data correlation is also incorporated 
in the design for effective circuit size reduction without imposing accuracy degradation in the hardware 
implementations. The proposed SC functions are next employed to design the new and lightweight Sobel 
edge detection. Experimental results obtained from detailed test analysis have proven that new 
implementation has satisfactory accuracy level and higher fault tolerance capability in comparison with 
their conventional counterparts. The works proposed are also implemented on an Altera Cyclone V 
5CGXFC7D6F31C6 FPGA for hardware complexity evaluation. 
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1. Introduction 
Stochastic computing (SC) [1] was first introduced several decades ago and it has recently gained a fair 

amount of attentions in the integrated circuit (IC) design community. This technique, which incorporates 
elements from probability theory, has proven to be able to handle computation uncertainties in a more 
effective and efficient manner [2]. Thus, it emerges as an unconventional and non-deterministic 
computational technique with high fault tolerance [3], [4]. Furthermore, SC is particularly attractive in IC 
design as it requires low complexity computation blocks. In general, SC is seen as a promising alternative in 
comparison to its conventional binary computing counterpart, which usually has a higher computational 
cost.  

Though SC has been known for decades, very few physical realizations have been proposed. Initially, SC 
applications were limited to the field of neural networks [5] and machine controls [6]. Until recent years, it 
was discovered that SC efficiently simplifies some mathematical functions which are computational 
expensive in binary computation. These functions can be efficiently approximated using stochastic logic 
with minimal hardware requirements and without significant accuracy degradation. Ever since, SC 
implementation has been extended to image processing [7]-[9], error control coding applications [10] and 
digital filter design [11]-[14]. 

The main contributions of this work are three-folds. First, we presented the improved designs for 
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However, based on the conventional belief, SC hardware circuits will only perform properly when the 
computational data are uncorrelated. In the next section, this issue will be addressed and analyzed in detail. 

 
Fig. 3. Stochastic scaled adder/substractor. 

3. Data Correlation in SC Circuit Implementation 
One of the concerns in SC circuit design is that the accuracy of the systems is affected by the correlation of 

its computational data. Based on the common understanding stated in the literature, the accuracy level of 
the SC circuit tends to degrade significantly even when the data are moderately correlated. Technically, 
correlation in the data bit streams alters the expected output of a stochastic logic circuit. 

Such implication can be clearly observed in stochastic multiplication. For instance, multiplication of two 
identical (massively correlated) stochastic input sequences X and Y produces an output Z, with its 
probability as Px, instead of the desired product PxPy. Similar error occurs upon the multiplication of two 
stochastic input sequences X and Y which happen to be the inverse of one another. This produces a stream 
of zeros as the output, Z. Both examples are as depicted in (b) and (c) in Fig. 4. 

 

 
Fig. 4. Stochastic multiplication with accurate result using uncorrelated inputs in (a) and inaccurate results 

using correlated inputs in (b) and (c). 
 
The real context of data correlation and its effect in SC remained unclear until the recent work reported 

by [15], [16]. Both studies have performed an in-depth analysis of SC circuit with correlated data. The study 
by Parhi et. Al has precisely reported the closed form output expressions for stochastic logic elements [15]. 
The findings showed that the expressions derived using logical AND gates deviate between the correlated 
and uncorrelated input data. This explains the accuracy degradation that occurs during the realization of 
stochastic multiplication using AND gate. The study further reported that multiplexer, on the other hand, 
shows no output deviation in both correlated and uncorrelated data. 

Therefore, unlike stochastic multiplication, data correlation would not degrade the computational 
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Fig. 11. The architecture layout of the new proposed stochastic Sobel edge detection. 

 

7. Experimental Result 
For verification and validation purposes, the new stochastic Sobel edge detection is tested and 

implemented on hardware circuit. The accuracy of the design is verified through MATLAB simulation using 
different images. The result obtained is benchmarked with the MATLAB Sobel edge detection module. In 
addition, fault tolerance analysis is performed on both algorithms to testify their susceptibility towards soft 
errors. The hardware requirement of the proposed architecture and its performance in FPGA 
implementation are also deduced in this study. 

 Accuracy Analysis 7.1.
The results obtained from Sobel edge detection simulation using our new stochastic design and its 

conventional counterpart are shown in Fig. 12. The simulation of the MATLAB edge detection algorithms is 
performed using 8-bits unsigned binary bits. Meanwhile, the simulation of our stochastic design is executed 
on 24-bits SC-bipolar format but this comes with the precision level of 8-bits per image pixel, without using 
28-bits stochastic sequences. Such reduction is possible due to the scaled-before-addition approach, which 
is presented in Section 4.1.  

Based on the obtained simulation results, it is proven that the accuracy performance in our stochastic 
Sobel edge detection is not degraded even though it consumes substantially fewer computational elements 
than the conventional method. 

 Fault Tolerance Analysis 7.2.
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Table 2. Result of Fault Tolerance Testing toward Internal Circuit Bit-Flip Errors over Several Degree of Pixel 
Error Rate 
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images is tested and the performance is compared with conventional computing. This testing is performed 
through simulation using an image with additive zero-mean Gaussian noise of various variance value. The 
output images from the testing are depicted in Fig. 14 and the average output error (using (10)) are 
summarized in Table 3. 
 

Table 3. Image Error-Ratio Obtained from Simulations Using Image with Additive Zero-Mean Gaussian 
Noise of Different Variance Values (also Refer to Fig. 14) 

Noise Variance 0.008 0.020 0.050 0.080 

Our Work 0.0252 0.0352 0.0510 0.0621 

Conventional Sobel 0.4048 0.6082 0.8926 1.0852 

 

detection has high fault tolerance compared to its conventional counterpart. In both cases, where the noise 
injection rate increases (in both the internal circuits and input cases), the conventional Sobel edge detection 
degrades rapidly. In the worst case scenario, the output image is no longer recognizable. On the contrary, 
our architecture is less susceptible towards noise and showing consistent accuracy level even as the error 
rate increases. 

 

 
Fig. 13. Output images obtained from simulation using our new architecture and the conventional Sobel 

edge detection corresponding to pixel error rate of 30% and bit-flip error rate of 6%, 12%, 25% and 50%. 
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In the second testing, the susceptibility of the new stochastic Sobel edge detection design toward noisy 

Based on the result obtained in both testing, it is proven that the proposed stochastic Sobel edge 



  

 
Fig. 14. The figure shows the original image with additive zero mean Gaussian noise of different variance 

values and the simulation outcomes from Sobel edge detection derived using the presented new stochastic 
architecture and the conventional binary computing. 

 

 Hardware Complexity 7.3.
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For hardware area evaluation, the proposed stochastic Sobel edge detection was implemented in Cyclone 
V 5CGXFC7D6F31C6 and synthesized using Quartus II 11.1. Having the architectures clocked at 100MHz, 
the timing analysis of the architectures is deduced using TimeQuest Timing Analyzer. The power 
consumption was estimated via PowerPlay Power Analyzer. The full hardware compilation result is
summarized in Table 4.

Table 4. Hardware Review for the FPGA Implementation of the Stochastic Sobel Edge Detection.
Hardware Requirement/
Performance 

Stochastic Sobel 
Edge Detection 

Absolute Value of 
Difference 

SNG Module

Combinational ALUTs (112,960) 56 59 7
Memory ALUTs (56,480) 0 0 0
Dedicated Logic Register (225,920) 170 39 5
Total Register (225,920) 170 39 5
Fmax (MHz) 213.68 326.05 631.31
Dynamic Thermal Power Dissipation (mW) 4.33 2.26 0.79

8. Conclusion
New and improved stochastic computational functions; stochastic scaled addition and stochastic absolute 
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