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Abstract—Predicting membrane protein types is an important and challenging research in current molecular and cellular biology. The knowledge of membrane proteins types often provides crucial hints for determining the function of uncharacterized membrane proteins. It is thus highly desirable to develop an automated method that can serve as a high throughput tool in identifying the types of newly found membrane proteins by their primary sequence information only. In this paper, features are extracted from membrane protein sequences using pseudo-amino acid (PseAA) composition. An ensemble classification approach is developed using K-nearest neighbor and Probabilistic Neural Network as the basic learning mechanisms. Each basic classifier is trained using PseAA composition with different tiers. The success rate has been obtained by the ensemble classifier on all the tests such as self-consistency, jackknife, and independent dataset test is quite promising and indicating that the ensemble classifier may become a useful and high performance tool in identifying membrane proteins and their types.

Index Terms—Ensemble classification, K-nearest neighbor, pseudo-amino acid (PseAA) composition, probabilistic neural network.

I. INTRODUCTION

Cell membrane is vital to living organisms. Biologically, membrane proteins are the most imperative proteins because they control the cell processes inside or outside the cell. It also permits the cell to communicate with their environment. In addition, they determine whether the immune system identifies the foreign cell or not. Research on membrane proteins is interesting due to their key roles in organizing the processes of life. Membrane proteins can generally be classified into five types [1]: 1) Type-I transmembrane proteins, 2) Type-II transmembrane proteins, 3) Multipass transmembrane proteins, 4) lipid chain-anchored membrane proteins, and 5) GPI anchored membrane proteins (Fig. 1). Type-I and Type-II are single pass transmembrane proteins because they pass the lipid bilayer only once. Type-I transmembrane proteins have extracellular on N-terminus and Cytoplasmic on C-terminus, while type-II extracellular is on C-terminus and Cytoplasmic on N-terminus. Multipass transmembrane proteins are multipass transmembrane proteins because the polypeptides pass the lipid bilayer multiple times. Lipid chain-anchored and GPI-anchored membrane proteins are also called anchored membrane proteins. However, the lipid chain anchored is attached with the bilayer only by means of one or more covalently attached fatty acid while the GPI is associated to the membrane by a Glycosylphosphatidylinositol (GPI) anchor.

A great deal of research has been carried out on prediction of membrane protein types in order to establish a model, which can efficiently predict the type of membrane proteins from their sequences. Chou and Elrod [1] have introduced the covariant discriminant algorithm (CDA) to predict the types of membrane proteins based on the amino acid composition. Then Chou [2] has proposed the CDA in conjunction with pseudo-amino acid (PseAA) composition. Liu et al. have used Low-frequency Fourier spectrum [3], Wavelet based features and cascaded neural network [4] are also used for prediction of membrane protein types. Other research works related to this area are reported in [5]-[13].

The present study, focus on the development of a prediction system for membrane protein types. The propose approach based on PseAA composition and ensemble classification approach that uses nearest neighbor (KNN) and Probabilistic Neural Network (PNN) as basic learners. In the remaining parts of this paper, Section II discusses Materials and Methods, while Section III presents the Results and Discussions. Finally, Conclusions are drawn in Section IV.

II. MATERIALS AND METHODS

A. Dataset

The dataset used for training and testing is the same as originally constructed by Chou and Elrod [1]. It contains 2,059 membrane protein sequences, of which 435 are type I transmembrane proteins, 152 type II transmembrane proteins, 1311 Multipass transmembrane proteins, 51 lipid-chain-anchored membrane proteins, and 110 GPI anchored membrane proteins. The sequences used in the independent dataset test are 2,625 in which 478 are type I transmembrane proteins, 180 type II transmembrane proteins, 1867 Multipass transmembrane proteins, 14 lipid-chain-anchored membrane proteins, and 86 are GPI anchored membrane proteins.

B. Pseudo-Amino Acid (PseAA) Composition

The concept of pseudo-amino acid composition has been proposed by Chou [2]. According to the classical definition, amino acid composition comprised of 20 discrete numbers with each representing the occurrence frequency of one of the 20 native amino acids in the protein sequences. Thus, in terms of amino acid composition, a protein sequence can be expressed by a vector of 20D (dimensional) space [14]-[18].
reproduced from Chou et al. [2] with permission.

Glycosylphosphatidylinositol (GPI) anchored membrane proteins with N-terminal region in cytoplasmic side, (c) Multipass transmembrane, (d) lipid-chain anchored membrane proteins and (e) Glycosylphosphatidylinositol (GPI) anchored membrane proteins. Reproduced from Chou et al. [2] with permission.

\[ P = [p_1, p_2, \ldots, p_{20}] \]  

where \( p_1, p_2, p_3, \ldots, p_{20} \) are the composition components of 20 amino acids for the protein P and T denotes transpose. However, the main problem with amino acid composition to represent a protein sequence is that, all its sequence-order and sequence-length effects would be lost. To compensate this problem, Chou has proposed to represent a protein sequence by a (20 + \( \lambda \)) \( D \) space as formulated:

\[ P = [p_1, p_2, \ldots, p_{20}, p_{20+1}, p_{20+2}, \ldots, p_{20+\lambda}] \]  

The first 20 components are the same as those in the conventional amino acid composition, where \( p_{20+1}, p_{20+2}, \ldots, p_{20+\lambda} \) are the factors related to \( \lambda \) different ranks of sequence-order correlations that can be easily computed by Eqs. (2)–(6) developed by Chou [2]. In this study the \( \lambda = 21 \) means taking the first 21 ranks of sequence-order correlations into consideration. Thus according to Eq. (2), a protein sample is represented by a \( (20 + \lambda) \) \( D \) = 62D vector.

C. Ensemble Classifier

In this paper, first KNN and PNN based ensemble classifiers are developed. KNN is a learning algorithm that is based on the concept of proximity in the feature space [19], while PNN is based on Bayes theory to estimates the likelihood of a sample being part of a learned category [20]. Then these two ensembles are combined to form a composite ensemble. The framework of ensemble classifier system works by combining numerous basic classifiers together in order to reduce the variance, caused by the peculiarities of a single training set [21]. This also enables the ensemble classifier to learn a more expressive concept in classification than a single classifier for example; the composite ensemble can be represented as,

\[ \text{CEnsb} = \text{KNN} (\lambda_1) \lor \text{KNN} (\lambda_2) \lor \cdots \lor \text{KNN} (\lambda_m) \lor \text{PNN} (\lambda_1) \lor \text{PNN} (\lambda_2) \lor \cdots \lor \text{PNN} (\lambda_m). \]

\[ \text{CEnsb} \] is a composite ensemble classifier, \( \text{KNN}(\lambda_1) \) and \( \text{PNN}(\lambda_2) \) are the individual KNN and PNN classifier trained by proteins based on \( (20 + \lambda_1) \) components, \( \text{KNN}(\lambda_2) \) and \( \text{PNN}(\lambda_2) \) are the classifiers based on \( (20 + \lambda_2) \) components, and so forth; the symbol \( \lor \) denotes the combination operator. The prediction result is determined according to the voting scores of all the constituent classifiers: \( \text{KNN} (\lambda_1), \text{KNN} (\lambda_2) \ldots \text{KNN} (\lambda_m), \text{PNN} (\lambda_1), \text{PNN} (\lambda_2) \ldots \text{PNN} (\lambda_m). \)

III. RESULTS AND DISCUSSIONS

In this section, three typical statistical tests are explained. These include self-consistency, Jackknife, and Independent dataset test.

A. Self-consistency Test

Self-consistency test is designed to examine the self-consistency of an identification method [22]-[25]. When the self-consistency test is performed for the current classifier, the same dataset is used for training and testing. The success rate for the 2,059 membrane proteins is listed in Table I. However, the self-consistency test is definitely necessary because any algorithm whose self-consistency performance is poor cannot be deemed a good one. On the other hand, it is not sufficient for evaluating the performance of a classifier.

B. Jackknife Test

The independent dataset, Self-consistency, and jackknife test are the three most common methods of cross-validation in statistical prediction. Among these three, the jackknife test is regarded as the most objective and effective one. During jackknifing, each membrane protein in the dataset is in turn taken out and the entire rule parameters are calculated based on the remaining proteins. During the process of jackknifing, both the training data set and testing data set are actually open and a protein will move from one to the other in turn. The results of the jackknife test thus obtained for the 2,059 membrane proteins are given in Table I.

![Fig. 2. Composite ensemble classifier](image-url)
C. Independent Dataset Test

Furthermore, prediction is also conducted for the 2,625 independent membrane proteins based on the rule parameter derived from the 2,059 proteins in the training dataset. The 2,625 independent proteins were those used by Chou and Elrod [1].

As shown in Table I, the obtained results in self-consistency, jackknife, and independent dataset test are 99.95%, 84.12% and 94.93% using PseAA composition and Composite Ensemble KNN & PNN base approach while in simple ensemble KNN and ensemble PNN results are 99.95%, 82.41%, 94.40% and 99.95, 84.70%, and 94.59%, respectively. Comparison of these results with similar work provides promising prediction performance.

In jackknife test, ensemble PNN is better than composite ensemble classification but composite ensemble classifier is strong than ensemble PNN because it is the combination of two classifiers.

IV. CONCLUSIONS

In this work, it is shown that the types of membrane protein are predictable with considerable accuracy, using PseAA composition and the ensemble classification approach of KNN & PNN. It is observed that PseAA composition based feature extraction strategy can significantly discriminate the different types of membrane protein. The composite ensemble made up of KNN and PNN based ensembles provides promising prediction performance.

The overall success rates obtained by the current method are 99.95%, 84.12%, and 94.93% for the self-consistency, jackknife, and independent dataset tests, respectively.
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