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Abstract—In today’s digital world, maintaining electronic medical and biometric records is an effective way to store, disseminate, and analyze information for a person. However, protection of privacy of the person is also of paramount importance. In this paper, we propose an encryption scheme which is transparent to watermarking. Encryption is used to secure the contents of the images while watermarking can be used for tagging those images for effective indexing, retrieval and other operations. By making encryption transparent, we ensure that the information in the watermarked ‘tags’ can be accessed without having to decrypt and disclose the content of the images. The watermark is embedded in the quantized Discrete Cosine Transform (DCT) coefficients during image compression while encryption is carried out by using a combination of transposition and a modified Hill cipher. Experimental results confirm that the watermark can be read with complete success from sufficiently encrypted images.

Index Terms—Hill cipher, image watermarking, privacy enhanced image indexing, transparent encryption.

I. INTRODUCTION

Protecting the privacy of medical and biometric data in electronic databases while enabling easy indexing, access and distribution is a pressing problem. For example, medical images of patients are often encrypted to preserve privacy but watermarks embedded in the image need to be accessed in the encrypted domain for tagging and related operations. In this paper we propose a novel method of transparent image encryption to achieve this objective. The medical image may be ‘tagged’ by embedding a watermark in the image, containing essential information. Due to transparent nature of the proposed encryption, we ensure that this ‘tag’ can be read in the encrypted domain without revealing the content of the image, thereby safeguarding privacy.

There are only a limited number of publications dealing with tagging and securing medical images by making the process of encryption transparent to watermarking. A detailed survey of watermarking techniques, including watermarking in the transform domain by LSB modulation is available in [1]. In [2], the authors tackle a similar problem as us, however there are two significant differences - in our case watermarking is done in the transform domain and not in the spatial domain so that the watermark gets distributed over several pixels in the image; we also propose making encryption transparent to watermarking so that the watermark can be read in the encrypted domain. In [3], the authors make encryption and watermarking commutative by encrypting and watermarking two independent parameters of the data stream. Although our method is not commutative in the strictest sense, its merit lies in the fact that a significantly large portion of the data stream can be encrypted and watermarked.

The rest of the paper is organized as follows. In section II, we define the problem we are tackling and our basic assumptions. The watermarking and encryption procedures are described in sections III and IV. We prove that our encryption algorithm is transparent to watermarking in section V. Simulation results are presented in section VI. In section VII, conclusions are drawn and future work is presented.

II. PROBLEM FORMULATION

In this paper, we tackle the problem of transparent encryption of images. The watermark is embedded in the quantized Discrete Cosine Transform (DCT) coefficients of the image during image compression, following which these watermarked coefficients are encrypted. Separate keys are used during watermarking and encryption. Our goals are: (i) to ensure that watermarking does not change the image perceptually (ii) to design the watermarking and encryption processes such that the watermark can be read from the encrypted image directly, without having to decrypt it. The entire process can be summarized in the form of a block diagram as shown in Fig. 1.

![Fig 1. Block diagram showing the processes of watermarking, encryption, reading the watermark and decryption.](image)

Our basic assumptions in this paper are: (i) the elements of the data stream (DCT coefficients) are 8 bit integers, (ii) watermarking and encryption are controlled by separate keys, (iii) all the keys, including the algebraic cipher matrix have been exchanged securely between the transmitter and the
receiver using any key-exchange algorithm, (iv) the channel is noise free, or if noisy, there exist suitable error correcting codes to detect and correct all the errors, (v) that the images we are working with are biometric and medical images and hence possible forms of attack include trying to reveal the contents of the original image, or that of the watermark. Deliberate attacks to destroy the watermark are not tackled in this paper since the main aim of the attacker in this application would be to read, not remove, the watermark.

III. WATERMARKING PROCEDURE

To watermark the given image, we perform least significant bit (LSB) modulation of certain key-determined DCT coefficients of the image obtained during compression. It was observed that toggling the LSBs of DCT coefficients does not produce any significant perceptual change in the image and hence can be used safely without corrupting the original image. As discussed previously, we do not envisage attacks aimed at totally destroying the watermark in this particular application, hence the question of the attacker forcibly setting all LSBs to zero (or one) does not arise.

A. Description

Let the data stream (comprising of quantized DCT coefficients) be denoted by \( DS \), the key by \( K_w \), and the watermark to be embedded by \( W \). The locations at which the bits would be toggled is kept as a function of both the data stream and the key. First, a difference vector is created by subtracting certain elements (denoted by \( E \)) of the data stream from the key (parsed into 8 bit subsequences). The decision as to which elements would be used is determined both by the key and a key-selected portion of the data stream (denoted by \( Q \)). Hence the elements used in subtraction as well as the above mentioned key-selected portion are kept unavailable for watermarking and encryption. However the latter \( (Q) \), being a user defined system parameter, can be kept small and the former \( (E) \) is as long as the parsed key. Hence the overwhelming majority of the data stream can still be watermarked and later encrypted. The difference vector is used to generate a seed for a function which generates a pattern which determines the locations of the data stream where the LSBs have to be toggled. Finally, if the watermark bit is 0 (or 1), the corresponding location of the data stream is made even (or odd respectively). It is ensured that at a particular location, the even or odd nature of the watermark multiple data streams.

In order to read the watermark at the receiver, the difference vector is re-created by subtracting the key (parsed into 8 bit subsequences) and the elements \( E \), the locations of which are determined by the key and \( Q \). Then, as before, the difference vector is used to generate a seed for the same function which returns the locations at which the watermark is embedded. The watermark is then read by checking whether the data stream at the corresponding location is even, indicating 0, or odd, indicating 1.

B. Analysis of Watermarking Scheme

A brute force attacker will have to generate all possible difference vectors corresponding to all possible key values. It must also be noted that this operation will need to be repeated with every new data stream even if the same key is being used, and the additional time taken to do this depends on both the run time of the function to generate the difference vector and the key length. This ensures that the system is more robust to brute force attacks and that the same key can be used to watermark multiple data streams.

Let \( T_1 \) be the time taken to generate a difference vector for a key of length \( k \) bits, \( T_2 \) be time taken to calculate watermark locations given all necessary parameters, \( T_F \) be the time for all other operations involved in watermarking. If we watermark \( N \) streams, the average time \( T_1 \) taken for a brute force attack to successfully read our watermark is

\[
T_1 = (2^k T_G + 2^k T_F + T_F) N. \tag{1}
\]

Whereas, if the difference vector were determined only by the key, the time \( T_2 \) for a brute force attack to succeed would be independent of \( N \), given as

\[
T_2 = 2^k T_G + T_F. \tag{2}
\]

IV. ENCRYPTION PROCEDURE

From the above discussion, it is evident that the watermark information is captured by the odd or even nature of the watermarked DCT coefficients. Hence, in order to preserve the watermark even after encryption, we design the encryption process so that the odd or even nature of coefficients does not change. As noted earlier (in section III A), a negligibly small part of the data stream is unavailable for encryption.

An algebraic substitution cipher, like the Hill matrix [4], is vulnerable to known plaintext attacks. For a \( n \times n \) cipher matrix, the attacker needs to know \( n \) blocks (of length \( n \) each) of plaintext and the corresponding ciphertext to uniquely determine the cipher matrix. In order to tackle this issue, we use a two step approach for encryption.

A. Description

First, a transposition cipher is implemented. The data stream is parsed into blocks of length \( p \) and the elements of each block are permuted according to the key \( K_p \). While swapping any two coefficients, all bits except for the LSBs of the corresponding coefficients are swapped. Thus, if we assume that the DCT coefficients are 8 bit integers, then only the first seven bits are swapped and the LSB is left untouched. This ensures that at a particular location, the even or odd nature of the coefficient is preserved before and after swapping. The order of permutation is decided by a random pattern generator to which the key is the initial seed and whose state changes as a function of the key. Thus, without knowing the key one cannot predict subsequent patterns from the current one.

The second step is the encryption of the swapped coefficients parsed into blocks of \( n \) by using a \( n \times n \) key matrix to perform a linear transformation. The process can be represented in the matrix form as \( Y = (T X) \mod 256 \), where \( X \) is the matrix formed from swapped and parsed coefficients, \( Y \) is the corresponding ciphertext matrix and mod 256 refers to the modulo 256 operation (since the elements are 8 bit integers). The \( n \times n \) transformation matrix \( T \) is chosen such that only the elements in the leading diagonal are odd, while all other elements of the matrix are even. All elements of \( T \),
will perform the operation (T -1Y) mod 256 to get back the same range as that of X.

In order to decrypt the ciphertext matrix Y, the receiver will perform the operation (T’ Y) mod 256 to get back the plaintext matrix X. Then, the elements in X can be swapped back using the key Ks to the same positions that they previously occupied, thereby producing the decrypted (but watermarked) DCT coefficients. However, for decryption to be possible, the matrix T should be invertible. This issue is dealt with below.

B. Analysis of Encryption Scheme

Invertibility of T: The key matrix in our case is invertible if it satisfies the properties: (i) det T (mod 256) is non zero (ii) gcd(det T (mod 256), 256) = 1, i.e. det T (mod 256) and 256 are relatively prime [5].

Let Tn be a n x n square matrix such that

\[ T_n = 2A_n x_n + I_n \]  

(3)

Now, det Tn is given as

\[ \det T_n = \det T_{11} \det T_{n-1} + \det C_{12} + \ldots + \det C_{1n} \]  

(4)

where Cij are the corresponding cofactor matrices. Since T1k is odd only for k=1 and even otherwise, we have

\[ \det T_n = (2u+1) \det T_{n-1} + 2r, \]  

(5)

where u and r are integers. Thus, det Tn is odd if and only if det Tn-1 is odd. Also, from (3)

\[ \det T_1 = 2a + 1 = \text{odd}. \]  

(6)

Hence by induction, det Tn is odd, and so is det Tn (mod 256). Since 256 is a power of 2 while det Tn (mod 256) is odd, they must be relatively prime and hence both the properties mentioned before are satisfied. Thus, any T chosen in this fashion will always be invertible.

Bound on the block size for swapping: While permuting the blocks of p watermarked DCT coefficients using the key Ks, we want the key-space to be larger than the number of possible permutations. This will ensure that even if the permutation is known to the attacker, the key used to get this permutation cannot be uniquely determined. If we assume that the length of the key Ks is k bits and the number of inverse mappings (from permutation to key) for every permutation is \( \alpha \), then we must have

\[ 2^k(p^r) = \alpha. \]  

(7)

This puts an upper bound on the allowable block size (p) used for permutation.

Security analysis of the encryption process: Through the permutation operation, we wish to ensure that n elements in any column of X do not appear in the same order as they do before swapping. An attacker will still be able to crack the cipher matrix T if he manages to get hold of n such linearly independent columns of X which do not get changed after permutation. Assuming that the key Ks (of length k bits) determines the choice of a permutation, the total number of possible permutations for a block of p elements is given as

\[ \beta = \min (p!, 2^k). \]  

(8)

Without loss of generality, for our analysis we assume that both the blocks of size n and p start from the same element. If \( n \leq p \), then probability \( P_1 \) that n elements occur in the same order after permutation is given by

\[ P_1 = (p - n)! / \beta \quad \text{for} \ n \leq p. \]  

(9)

For a general case, if \( p < n \leq tp \), the expression for P is

\[ P_1 = \left[ \left(1 / 128 \right)^n \right] \]  

(10)

\[ = (tp - n)! / (\beta) \quad \text{for} \ p < n \leq tp. \]

\( P_1 \) gives the probability that the attacker successfully obtains one column of X unchanged. He needs n such columns to decipher T. From this result, we observe that increasing n will decrease the value of \( P_1 \), thereby making it tougher to crack the cipher matrix. However, it must be noted that all the elements of T must be securely exchanged between the transmitter and receiver beforehand and constitutes the side-information available to the receiver. Thus, choosing a large value of n strengthens the cipher at the expense of having to provide more side information.

There are no constraints in arranging DCT coefficients and any arrangement could be valid, unlike the alphabet where letters are arranged as dictionary words. Hence, conventional methods to break a transposition cipher become difficult to apply in this scenario.

Secrecy of T: If the elements of the cipher matrix T are chosen as in (3), then each position of the matrix can be filled in 128 ways only. This reduces the randomness in each position by half. However, the probability \( P_2 \) of guessing all the \( n^2 \) elements of the key successfully for a brute force attack is given by

\[ P_2 = \left(\frac{1}{128} \right)^n. \]  

(11)

For all reasonable values of n and p, the probability of a brute force attack being successful (P2) is significantly lower than the probability \( P_1 \) in (10). Thus, restricting the choice of numbers for each position of the matrix T does not have any impact on the security of the cipher.

V. PROOF OF TRANSPARENCY OF ENCRYPTION

In this section, we prove that the embedded watermark is preserved during encryption and it can be read without having to perform decryption. Suppose that some particular element x, at position i of the stream of DCT coefficients has been watermarked and has been made either even or odd by...
LSB toggling. On performing permutation as the first step of encryption, let us say that some other element \( x_j \) takes the place of \( x_i \). We perform swapping keeping the LSB untouched. Hence the odd or even nature of \( x_i \) has been preserved at the location \( i \). If we now consider a block of \( n \) coefficients \([ x_1, \ldots, x_n ]^T\) to be encrypted by using the matrix \( T \), we get the ciphertext element \( y_k \) corresponding to \( x_k \) as:

\[
y_k = (T_{1i}x_1 + T_{2i}x_2 + \ldots + T_{ki}x_k + \ldots + T_{ni}x_n) \mod 256. \quad (12)
\]

We have constructed matrix \( T \) such that \( T_{ij} \) is odd only if \( i=j \). Hence (12) can be expressed as

\[
y_k = (2u+1)x_k + 2r(x_{i+1} + x_{i+2} + \ldots + x_{k-1} + x_{k+1} + \ldots + x_{n}) \mod 256, \quad (13)
\]

where \( u \) and \( r \) are integers. Hence, \( y_k \) is odd (or even) if and only if \( x_i \) is odd (or even). Since the odd or even nature of the original coefficients is preserved even after encryption, the watermark can be read from the encrypted coefficients in the same way as described in Section III.

**VI. Simulation Results**

The algorithm presented in this paper was implemented on medical and biometric images. For the watermarking scheme, data of varying lengths was embedded in a 288x400 image of a fingerprint and the resulting distortion (in terms of SNR) was analyzed. A plot between the SNR of the watermarked image and the number of watermark bits embedded is shown in Fig. 2. The values of different parameters of our model used for watermarking and encryption of images in Fig. 3 are given in Table 1. The PSNR of images at each stage of Fig. 3 is given in Table 2.

The watermark containing essential information like the person’s name and ID was generated as shown in Table 3. The watermark bits read from the encrypted image are shown in Table 4, and are identical to the embedded watermark bits, thereby proving that encryption is transparent to watermarking. As can be seen from Fig. 3(c), the encrypted image does not leak out any significant perceptual information of the original image and hence is secure.

**VII. Conclusions and Future Work**

In this paper, we have proposed algorithms for watermarking and encryption which ensure that the watermark can be read directly from the encrypted stream. We have also suggested that these schemes can be used to securely store and transmit biometric and medical images identified and processed solely on the basis of the watermark which acts as the ‘tag’.

In future, we intend to modify our encryption and watermarking algorithms so that even semi-fragile watermarks can be read from the encrypted stream. Strengthening the watermarking process will open up a host of other potential applications where the possible forms of attack also include geometric attacks, recompression and the like. We also hope to tackle the problem of making encryption followed by watermarking of a data stream commutative in future.
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