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Abstract—In this paper, results of investigation on the relationship between emitted tool sound signal and tool flank wear during turning process are reported. A series of experiments were conducted in a turning machine with carbide tool insert for machining Aluminum work piece. The tool emitted sound signal with a fresh tool, a slightly worn tool with 0.2 mm flank wear and a severely worn tool with 0.4 mm flank wear were captured separately using ICP microphone. The captured sound signals were analyzed using Hilbert Huang Transform (HHT) and the instantaneous frequencies and amplitudes of the sound signal components were obtained. The RMS values of the amplitudes of the Intrinsic Mode Functions (IMF) corresponding to the three different tool sound signals were analyzed. Hilbert spectrum and marginal spectrum of selected IMFs of fresh, slightly worn and severely worn tool sound signals were obtained and analyzed. Based on the analysis, it was found that the amplitude of the IMF6, IMF7 and IMF8 components of the emitted tool sound signal increase steadily with the increasing tool flank wear. The results confirm that Hilbert-Huang Transform based emitted tool sound signal analysis can be confidently applied to tool flank wear monitoring.

Index Terms—Flank wear, Hilbert Huang transform, marginal spectrum, tool sound.

I. INTRODUCTION

Tool condition monitoring is necessary to obtain a good quality product. Effective tool condition monitoring system enables manufacturing processes like turning, drilling, or milling, optimized and automated significantly. Tool flank wear is the most important parameter that influences production performance mostly [1]. Tool wear monitoring is a difficult task because many machining processes are non-linear time-variant systems, which makes them difficult to model and secondly, the signals obtained from sensors are dependent on a number of other factors, such as machining conditions [2]. Indirect method of tool condition monitoring is based on the acquisition of measured values of process variables (such as cutting force, temperature, vibration, spindle motor current, acoustic emission, surface roughness and emitted sound) and the relationship between tool wear and these values. Salgado et al. [3] used feed cutting force, estimated from feed motor current and the information, extracted from sound signal, to predict the tool flank wear using artificial neural network. Sadettin Orhan et al. [4] investigated the relationship between vibration and tool wear and concluded that the amplitude of the vibration increases steadily with the increasing tool wear. Ming-Chyuan et al. [5] and Alonso F.J. et al. [6] used audible sound generated from the cutting process as a source for monitoring tool flank wear during turning. A Samraj et al. [7] also used the emitted sound during turning operation to predict the tool flank wear using dynamic clustering estimation method.

Most of these methods are very sensitive to the correct choice and positioning of the sensor. They use traditional data analysis methods such as Fourier analysis which assume the signals are linear and stationary. According to Z.K. Peng et al. [8] the signal to be processed must be linear and temporarily stationary; otherwise, the resulting Fourier spectrum will make little physical sense. FFT also employs a convolution integral through which the signal is decomposed in terms of sine and cosine functions covering uniformly the whole data span. Therefore the Fourier transform represents the global rather than any local properties of the signal [9].

On the other hand, the time-frequency analysis method can generate both time and frequency information of a signal simultaneously through mapping one dimensional signal to a two-dimensional time-frequency plane. Among all available time-frequency analysis methods, the wavelet transform is considered to be one of the best. However, the wavelet transform still has some inevitable deficiencies, including the interference terms, border distortion and energy leakage, all of which will generate a lot of small undesired spikes all over the frequency scales and make the results confusing and difficult to interpret [10]. Hence, new methods are needed to analyze the data from non-linear and non-stationary processes such as drilling, turning etc.

It seems that the Hilbert-Huang Transform (HHT) has the potential of becoming a perfect tool for analyzing non-stationary and nonlinear data [11] which is derived from the principles of Empirical Mode Decomposition (EMD) and the Hilbert Transform. It is a two step process. Firstly, EMD is applied to decompose the given signal into a set of complete and almost orthogonal components called intrinsic mode functions (IMF). Since the IMF is almost mono-component, it can determine all the instantaneous frequencies from a nonlinear and non-stationary signal. Secondly, the local energy of each instantaneous frequency component can be obtained through the Hilbert Transform [8], [9]. Yuping Zhang [12] successfully applied this new signal processing technique in analyzing vibration signals and faults diagnosis of roller bearing. In this paper, application of HHT for tool flank wear monitoring based on emitted sound during turning process of Aluminum work piece, and an improved approach

II. RESEARCH METHODOLOGY

Given below are the four major stages used in this research:

1. Recording the emitted sound signal during turning operation with fresh, slightly and severely worn tools by using an ICP microphone.
2. Decomposing each multi-component sound signal into mono-component IMFs by using EMD.
3. Obtaining the local energy (amplitude) of each instantaneous frequency found in IMF by applying Hilbert Transform.
4. Constructing the Hilbert spectrum using all the IMFs, and the marginal spectrums on selected IMFs for final analysis.

The following sub sections explain the principle behind Hilbert Huang Transform, Empirical Mode Decomposition and Marginal Spectrum.

A. Hilbert Huang Transform

The physically meaningful way to describe the system is in terms of the instantaneous frequency, which will reveal the intra wave frequency modulations [9]. The easiest way to extract or compute the instantaneous frequency of a mono-component signal is by using Hilbert Transform. For an arbitrary signal or time series \( x(t) \), its Hilbert transform \( y(t) \) is defined as

\[
y(t) = \frac{P}{\pi} \int_{-\infty}^{\infty} \frac{x(\tau)}{t - \tau} d\tau
\]

where \( P \) is the Cauchy principal value of the singular transform. This function exists for all functions of class of Lebesgue spaces or \( L^p \) [13]. Equation (1) shows that the Hilbert transform is defined as the convolution of the signal \( x(t) \) with \( 1/t \). Therefore, the Hilbert transform is capable of identifying the local properties of \( x(t) \). Coupling the \( x(t) \) and \( y(t) \), we can have the analytic signal \( z(t) \) of \( x(t) \), as

\[
z(t) = x(t) + iy(t) = a(t)e^{i\phi(t)}
\]

With

\[
a(t) = \left[ x^2(t) + y^2(t) \right]^{1/2}, \quad \phi(t) = \arctan(y(t)/x(t)).
\]

where \( a(t) \) is the instantaneous amplitude of \( x(t) \), which can reflect how the energy of the \( x(t) \) varies with time, and \( \phi(t) \) is the instantaneous phase of \( x(t) \). The controversial instantaneous frequency \( \phi(t) \) is defined as the time derivative of the instantaneous phase \( \Phi(t) \), as follows:

\[
\phi(t) = d\Phi(t)/dt.
\]

Because the instantaneous frequency is defined through differentiation rather than integration it appears to be local and can describe intra-wave frequency modulation. Therefore (4) is useful in extracting instantaneous frequencies from any non-stationary signals. However, (4) is only valid in obtaining the instantaneous frequency of a signal in a given time frame if the signal is mono-component within the time frame. If the inspected signal is multi-component within the defined time frame, the result of the instantaneous frequency will be distorted [14]. Unfortunately, in almost all of the practical applications, the inspected signals are hardly mono-component but multi-component. Therefore to make the instantaneous frequency applicable, the key is the ability to decompose the signal into some individual mono-component signals. The Empirical Mode Decomposition provides such decomposition ability.

B. Empirical Mode Decomposition

The data, depending on its complexity, may have many different coexisting modes of oscillation at the same time. Each of these oscillatory modes is represented by an Intrinsic Mode Function (IMF) with the following definitions [9].

(a) In the whole data set, the number of extrema and the number of zero-crossings must either equal or differ at most by one, and

(b) At any point, the mean value of the envelope defined by the local maxima and the envelope defined by the local minima is zero.

To extract the IMF from a given data set, the sifting process is implemented as follows [13]. First, identify all the local maxima, and then connect all of the local maxima by a cubic spline line as the upper envelope. Then, repeat the procedure for the local minima to produce the lower envelope. The upper and lower envelopes should cover all the data between them. Their mean is designated \( m_1(t) \), and the difference between the data and \( m_1(t) \) is \( h_1(t) \), i.e.

\[
x(t) - m_1(t) = h_1(t)
\]

The sifting process has to be repeated as many times as it is required to reduce the extracted signal to an IMF. In the subsequent sifting process steps \( h_1(t) \) is treated as the data; then:

\[
h_2(t) = h_1(t) - m_2(t) = h_2(t)
\]

where \( m_2(t) \) is the mean of the upper and lower envelopes of \( h_1(t) \). This process can be repeated up to \( k \) times; \( h_k(t) \) is then given by

\[
h_{k+1}(t) = h_k(t) - m_{k+1}(t) = h_{k+1}(t)
\]

After each processing step, checking must be done on whether the number of zero crossings equals the number of extrema. The resulting time series is the first IMF, and then it is designated as \( c_1(t) = h_{11}(t) \). The first IMF component from the data contains the highest oscillation frequencies found in the original data \( x(t) \).

This first IMF is subtracted from the original data, and this difference, is called a residue \( r_1(t) \) by:

\[
x(t) - c_1(t) = r_1(t)
\]

The residue \( r_1(t) \) is taken as if it was the original data and we apply to it again the sifting process. The process of finding more intrinsic modes \( c_i(t) \) continues until the last mode is found. The final residue will be a constant or a monotonic function.

\[
x(t) = \sum_{j=1}^{n} c_j(t) + r_n(t)
\]
Thus, one achieves a decomposition of the data into n-empirical IMF modes, plus a residue, \( r_n(t) \), which can be either the mean trend or a constant.

C. Marginal Spectrum

Equation (2) enables us to represent the amplitude and the instantaneous frequency, in a three-dimensional plot, in which the amplitude is the height in the time-frequency plane. This time-frequency distribution is designated as the Hilbert spectrum \( H(\omega, t) \):

\[
H(\omega, t) = \text{Re} \sum_{i=1}^{n} a_i(t)e^{j\int_{0}^{t} \omega_i(t)dt}
\] (10)

With the Hilbert spectrum defined, the marginal spectrum, \( h(\omega) \), can be defined as

\[
h(\omega) = \int_{0}^{T} H(\omega, t)dt
\] (11)

where \( T \) is the total data length. The Hilbert spectrum offers a measure of amplitude contribution from each frequency and time, while the marginal spectrum offers a measure of the total amplitude contribution from each frequency [9], [12]. Therefore, local marginal spectrum of each IMF component is given as

\[
h_i(\omega) = \int_{0}^{T} H_i(\omega, t)dt
\] (12)

The local marginal \( h_i(\omega) \) spectrum offers a measure of the total amplitude contribution from the frequency. According to marginal spectrum, the characteristic amplitude of the tool flank wear can be easily recognized and thereby the condition of the tool wear can easily be determined.

III. EXPERIMENTAL SET-UP

The photography of actual experimental set-up is shown in Fig. 1. In the present experiment, the noise due to the machining was recorded by an ICP microphone, and in contrast with the accelerometer, the position of the microphone can be arbitrary [15]. A PCB 130D20 microphone is kept in a stand and facing towards the tool tip to capture the emitted sound. The microphone is connected to the computer through a specially designed signal conditioner. GoldWave software is used to record the captured sound with sampling frequency set to 44100Hz. A series of machining experiments were conducted on a Turning machine (XLTURNS from MTAB) with Carbide Insert and aluminum work piece of 38mm diameter. The details of the experiments and the various cutting conditions used are given in Table 1. First, the free running sound for the spindle rotational speed of 400 rev/min was recorded, without the machining operation. Keeping the spindle rotational speed at 400 rev/min, the sound emitted due to machining with a fresh tool was recorded separately for the depth of cut of 0.5 mm. This recording process was repeated separately for slightly worn tool with 0.2mm flank wear and severely worn tool with 0.4mm flank wear [16]. The 12 second long sound signal is split into 12 one second sound signals for the subsequent signal processing using HHT. Each one second signal contains 44100 sampling data. The matlab waveread function was used to digitize the sound signals.

<table>
<thead>
<tr>
<th>Exp No.</th>
<th>Name</th>
<th>Various cutting conditions</th>
<th>Flank wear (mm)</th>
<th>Spindle speed (rev/min)</th>
<th>Feed Rate (mm/m)</th>
<th>Depth of cut (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Free run</td>
<td>NA</td>
<td>400</td>
<td>30</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>2</td>
<td>Fresh</td>
<td>0.0</td>
<td>400</td>
<td>30</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>3</td>
<td>Slightly worn</td>
<td>0.2</td>
<td>400</td>
<td>30</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>4</td>
<td>Severely worn</td>
<td>0.4</td>
<td>400</td>
<td>30</td>
<td>0.5</td>
<td>0.5</td>
</tr>
</tbody>
</table>

IV. RESULTS AND DISCUSSION

Fig. 2 is the plot of the original multi-component sound signal of the severely worn tool. It contains various components such as sound emitted from machine rotational parts and the much needed sound emitted due to the contact between the tool flank face and the surface of the work piece. In addition to these, it also contains the harmonics of the fundamental signals of this kind. In order to extract the features that reveal the true nature of the tool this multi-component signal is decomposed into several mono-component signals, the IMFs, using EMD. The result of the EMD on severely worn tool sound signal is shown in the form of 15 IMFs and the residue in Fig. 3.

The Hilbert transform was then applied on the IMFs to obtain the instantaneous frequencies and amplitudes. The Hilbert spectrum, the amplitude plot on time-frequency domain, is then generated for fresh, slightly and severely worn tool sound signals. The Hilbert spectrums, shown in Fig. 8, Fig. 9, and Fig. 10 reveal the correlation between the emitted sound amplitude and the tool wear, i.e. amplitude is increasing as the wear is developing. Amplitude values around 0.5, 1.0 and 1.5 are found for fresh, slightly worn and severely worn tool respectively.

RMS amplitude value of each IMF for free run, fresh tool, slightly and severely worn tool sound signals were calculated and line graphs were generated in Fig. 4 to compare these RMS amplitude values. It is evident from Fig. 4 that IMF6, IMF7 and IMF8 are representing the sound signal emitted from the tool insert due to the contact of the tool flank face with the surface of the work piece. Out of these three IMFs, more energy in the form of RMS amplitude is found in IMF7, hence it is appropriate to perform further marginal spectral analysis on IMF7. The marginal spectrum of IMF7 for fresh,
slightly and severely worn tool sound signals are shown in Fig. 5, Fig. 6, and Fig. 7 respectively. The maximum amplitude of sound emitted with the fresh, slightly and severely worn tool bit insert is measured as 0.997, 1.514 and 1.807 respectively. These findings show that the amplitude of the tool sound increases steadily with the increasing tool flank wear. Similar results were also obtained in our previous work where the Steel work piece instead of Aluminum was used [13]. This relationship is sufficient to train a suitable neural network to classify the state of the wear.

Fig. 2. The original multi-component sound signal of worn tool

Fig. 3. The various IMFs found in the sound signal of worn tool

Fig. 4. Comparison of the RMS value of amplitude found in the IMFs of free run, fresh tool, slightly and severely worn tool sound signals.

Fig. 5. Marginal spectrum of IMF7 for fresh tool sound signal

Fig. 6. Marginal spectrum of IMF7 for slightly worn tool sound signals

Fig. 7. Marginal spectrum of IMF7 for severely worn tool sound signal

Fig. 8. Hilbert spectrum for fresh tool sound signal

Fig. 9. Hilbert spectrum for slightly worn tool sound signal
Fig. 10. Hilbert spectrum for severely worn tool sound signal

V. CONCLUSION

In this paper, the relationship between the change in the amplitude of the tool emitted sound signal and the tool flank wear was investigated during the turning process of Aluminum work piece. Tool emitted sound signals for three different tool flank wear conditions were experimentally investigated and analyzed using Hilbert-Huang Transform (HHT). It was found that the amplitudes of a few relevant IMF components of the emitted tool sound signal increase with increasing tool flank wear. The results of the investigation confirm that HHT based emitted tool sound signal analysis can be confidently applied to tool flank wear monitoring.
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