Abstract—This article purposes the model of mid-term energy consumption load forecasting (MTLF) by using artificial neural network based on the two and the three years ahead. This load demand forecasting is a useful tool for a unit commitment and a fuel reserve planning in the power system. Both two and three years ahead forecasting uses two patterns for comparing the accuracy in this research. The results show the two years ahead of load forecasting, model no.2 can be reduced error which Mean Absolute Percentage Error (MAPE) is 4.35%. In three years ahead, the load forecasting model no.1 and no.2, MAPE are almost equal which are equal 4.65% and 4.70%, respectively. Finally, the experimental results show two and three years ahead for the load forecasting by using differential models and a varies number of a neuron in the hidden layer for finding the minimum MAPE of each model.

Index Terms—Energy consumption; Forecasting; Neural network; Yearly ahead.

I. INTRODUCTION

Load forecasting has a very important in the power system such as energy consumption demand forecasting (ECDF) and peak load forecasting (PLF). It is a useful tool for a unit commitment and fuel reserve planning in power system. The load demand is depended many variables like industrial index, consumer price index, fuel price, salary index, money exchange, temperature, humidity, and wind speed.

Load forecast can be classified into four differential types. Very short term load forecasting have period time in a minute, it is importance for real time operation. Short-term load forecasting have period time in a minute to three months, it is importance for unit commitment and operation. Mid-term load forecasting have period time in three months to three years, it is importance for fuel reserve planning and unit commitment. Finally, Long-term load forecasting have period time in three years to not over fifteen years, it is importance for generation and power plant planning. In this research will offer the energy consumption demand forecasts. It is a very important for fuel reserve planning and unit commitment in power system.

Several forecasting methods have been implemented for load forecasting such as statistical methodology: time series, exponential smoothing, and autoregressive integrated moving average (Box-jenkins). For the present, there are many algorithms for load forecasting in the computation intelligence like fuzzy logic [1-4,10-11,18], neural network [1-4,7,10-12,14,15,18-21], genetic [5,10,19], support vector machine [13], and chaos [19].

Many research purposed the article for load forecasting in the power system field: short term load forecasting using autoregressive integrated moving average (ARIMA) and artificial neural network (ANN) method based on non-linear load [7], a novel method approach to load forecasting using regressive model and artificial neural network (ANN model) [6], the combination of artificial neural network (ANN), Genetic algorithm, and Fuzzy logic (Fs) method are proposed for adjusting short-term load forecasting of electric system [5,19]. Genetic algorithm is used for selecting better rules and back propagation algorithm is also for this network, papers show that more accuracy results and faster processor than other forecasting methods.

The factors are impacted including on the mid-term load demand: industrial index, consumer price index, temperature, humidity, rainfall, and wind speed variable. Economic variables are usually influenced to a trend component while weather factors are usually influenced to a cyclical component.

This research aims to develop a mid-term load forecasting for yearly energy consumption demand forecasting in Thailand. This forecast method uses neural network algorithm based on feed forward back propagation algorithm. Two years ahead load forecasting have two patterns model that are model no.1 and model no.2 which have four inputs and twelve inputs, respectively. Three years ahead mid-term load forecasting have two patterns like model no.1 and model no.2 which have four inputs and four inputs, respectively. This research is focused on the pattern input before taking the feature inputs into neural network model.

This paper is organized as follows. In section II describes the energy consumption demand and variables. In section III presents artificial neural network. In section IV shows case study and test results. Finally, the conclusions are drawn in section V. All these contents will be presented in following.

II. CONSUMPTION DEMAND AND VARIABLES

The load demand as a function of time has a complex nonlinear behavior. It depends on a number of complex factors such as seasonal weather, and national economic growth [9].

A. Energy Consumption Demand

Monthly energy consumption demand (Unit in GWh) data is recorded form Electricity Generating Authority of Thailand (EGAT) from 1997 to 2007. Fig.1 shows the relationship between energy consumption demand and time series [9].
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We consider the period from 1997 to 2007 to establish the parameters in forecast model. The original signal (behavior) of energy consumption demand can be seen in Fig.1. It grew the higher demand every year. The maximum demand is occurred on mid-year or between on March to June. Minimum demand is occurred between on December to January approximately.

B. Variables correlation

In the power systems, several influencing variables can be affected to the behavior of the energy consumption demand. The influence variables are the weather variables and the economic variables of the country. The weather variables have been affected in short-term, mid-term, and long-term load forecasting: maximum temperature, minimum temperature, humidity, rainfall, and wind speed. The economic variables have been affected in mid-term and long-term load forecasting: industrial index and consumer price index.

The summary of all variables correlation in this research can be seen in Table I. It shows the relationship between the load demand, maximum temperature, minimum temperature and other variable. The maximum value is industrial index. The minimum value is wind speed.

<table>
<thead>
<tr>
<th></th>
<th>E</th>
<th>IDI</th>
<th>CPI</th>
<th>Max T</th>
<th>Min T</th>
<th>H</th>
<th>R</th>
<th>W</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max</td>
<td>0.94</td>
<td>0.91</td>
<td>0.79</td>
<td>0.71</td>
<td>0.70</td>
<td>0.70</td>
<td>0.70</td>
<td>0.60</td>
</tr>
<tr>
<td>Min</td>
<td>0.94</td>
<td>0.91</td>
<td>0.79</td>
<td>0.71</td>
<td>0.70</td>
<td>0.70</td>
<td>0.70</td>
<td>0.60</td>
</tr>
<tr>
<td>H</td>
<td>0.16</td>
<td>0.11</td>
<td>0.04</td>
<td>0.30</td>
<td>0.70</td>
<td>0.70</td>
<td>0.70</td>
<td>0.70</td>
</tr>
<tr>
<td>R</td>
<td>0.12</td>
<td>0.02</td>
<td>0.65</td>
<td>0.45</td>
<td>0.70</td>
<td>0.70</td>
<td>0.70</td>
<td>0.70</td>
</tr>
<tr>
<td>W</td>
<td>0.18</td>
<td>0.06</td>
<td>0.14</td>
<td>0.30</td>
<td>0.70</td>
<td>0.70</td>
<td>0.70</td>
<td>0.70</td>
</tr>
</tbody>
</table>

Table I: The relationship between load demand and variables

Note that, E is energy consumption demand, IDI is industrial index, CPI is consumer price index, Max T and Min T are maximum and minimum temperature, H is humidity, R is rainfall, W is wind speed.

III. ARTIFICIAL NEURAL NETWORK

A. Basic Theory- feed forward back propagation

The neural network purposes in this paper. It has three-layers based on feed-forward back propagation algorithm (FFBP). The fundamental structure of this algorithm can be seen in Fig.5.

In Fig.5, an artificial neural network consists of input layer, hidden layer, and output layer. It can be varied a hidden neuron for finding the optimal weight and bias before simulating or forecasting the load demand. The activation functions or transfer functions of the network in each layer can be shown as a simple in Fig. 6, where:

$$a^1 = f^1(W^0p + b^1)$$

(1)

and

$$a^2 = f^2(W^2a^1 + b^2)$$

(2)

Finally, neuron output is

$$a^2 = f^2(W^2f^1(W^1p + b^1) + b^2)$$

(3)

where $a^1, a^2$ are outputs in hidden layer, and output layer respectively? $W^1, W^2$ Are weights, $b^1, b^2$ is bias and $p$ is $R$ input. Fig.5, losing and prelim activation functions are used.
This research purposes neural network based on hidden layer and output layer transfer function: logsig and purelin transfer functions which are satisfied for the load forecasting research.

B. Forecasting flow chart based on neural network

The original signals can be normalized by using the following:

\[ N_i = \frac{k - \min}{\max - \min}; \quad 0 \leq N_i \leq 1 \quad (4) \]

where \( k \) is value for normalize, \( \min \) is minimum value, \( \max \) is maximum value.

The outline of the procedure to build the neural network model is presented block diagram in Fig.7 and Fig.8. In summary, the main steps of this proposed energy consumption demand forecasting model as the following:

1) Many variables are selected from the database: temperature, humidity, wind speed, rainfall, industrial index, and consumer price index.

2) All input variables are transformed to relative differences.

3) All input variables are limited through the correlation by using MATLAB or SPSS program.

4) Each factor is normalized by using equation (4).

5) Definition of neuron in hidden layer, epoch, and goal of neural network.

6) Random initial weight and bias.

7) Compute the output based on feedforward back propagation algorithm and MSE by using equation (5).

8) Adjusts weight and bias.

9) Store weight and bias that compute minimum MSE.

10) The model simulates the program for forecasting with testing data and calculates MAPE by using equation (6).

C. Accuracy of Forecasted

In order to evaluate forecasting accuracy of the whole procedure the following indices have been calculated (5-6) [9]:

Mean Square Error (MSE) for each month of forecasting:

\[ MSE = \frac{\sum_{i=1}^{M} (Actual_{i} - Forecasted_{i})^2}{M} \quad (5) \]

Mean Absolute Percentage Error (MAPE) give by:

\[ MAPE = \frac{1}{M} \sum_{i=1}^{M} \frac{|Actual_{i} - Forecasted_{i}|}{Actual_{i}} \times 100 \quad (6) \]

where \( Actual \) is the real value of monthly load demand at the ith year, \( Forecasted \) is the forecasted value in the same year, and \( M \) is month.

IV. Case Study and Test Results

In this paper, case study and test results will be present in this section by following:

A. Case study
This paper proposes the historical information or data for the load forecasting as following:

Monthly energy consumption demand (GWh) is supported by Electricity Generating Authority of Thailand (EGAT). The Humidity (H), Rainfall (R), and Wind Speed (W) are given from Meteorology Department of Thailand (TMD). Current Price Index (CPI) is informed by Ministry of Commerce Thailand. Industrial Index (IDI) including the forecasted values is given from Ministry of Industry Thailand. All of data information is recorded from 1997 to 2007 [9].

B. Test results

Fig.9 and Fig.10 show the block model for two years ahead demand forecasting which have four inputs: the historical load demand from -12 months to -96 months, maximum temperature from 0 months to -84 months, consumer price index from 0 months to -84 months, and industrial index from 0 months to -84 months. These are feature inputs to artificial neural network. The output of this model is the load demand of the country that is +twenty-four months ahead or two years ahead. Not that, year 2005 (0), 2004 (-12), 2003 (-24), 2002 (-36), 2001 (-48), 2000 (-60), 1999 (-72), 1998 (-84), and 1997 (-96).

Fig.9 Model no.1 for two years ahead forecasting

The forecasted values by using model in Fig.9, 10 can be seen the results of two years forecasting in Fig.11.

Fig.10 Two years ahead forecasting by model no.1

Fig. 11 (a) and (b) show the value of actual load demand in 2006 to 2007 on dash line. Solid line shows the forecasted values. The mean absolute percentage error (MAPE) is 6.51 %.

Fig.11 The results of two years ahead forecasting model

Fig.12 and Fig.13 show the block model for two years ahead load demand forecasting which have twelve inputs: energy con.i-0, industrial indexi-0, industrial indexi-1, industrial indexi-2, consumer price indexi-0, consumer price indexi-1, consumer price indexi-2, maximum temperaturei-0, maximum temperaturei-1, and maximum temperaturei-2. The output of this model is energy consumption demand of the country that is +twenty-four months ahead or two years ahead. Note that: year 2005 (0), 2004 (-12), 2003 (-24), 2002 (-36), 2001 (-48), 2000 (-60), 1999 (-72), 1998 (-84), and 1997 (-96).

Fig.12 Model no.2 for 2 years ahead forecasting

Fig. 13 Two years ahead forecasting by model no.2

Fig. 14 (a) and (b) show the value of actual load demand from 2006 to 2007 on dash line. Solid line shows the forecasted values. The mean absolute percentage error (MAPE) is 4.35 %.

Fig.14 The result of two years ahead forecasting model

Fig.15 and Fig.16 show the block model for three years ahead the load demand forecasting which have four inputs: the historical of energy consumption demand from -12 to -84 months, maximum temperature from 0 to -72 months, consumer price index from 0 to -72 months, and industrial index from 0 to -72 months. The output of this model is energy consumption demand of the country that is +thirty-six months ahead or three years ahead. Note that: year 2004 (0), 2003 (-12), 2002 (-24), 2001 (-36), 2000 (-48), 1999 (-60), 1998 (-72), and 1997 (-84).

Fig.15 Model no.1 for 3 years ahead forecasting
The forecasted value by using model in Fig.15 and 16 can be seen the models and the results of three years forecasting in Fig.18. Table I show the actual load demand and forecasted value in each month.

Fig.17 (a) shows the actual load demand in 2005, 2006, and 2007 on dash line. Solid line shows the forecasted values. The mean absolute percentage error (MAPE) is 4.70 %. It can be seen the percentage error (PE) for each month in Fig.17 (b).

Fig.18 and Fig.19 show the block model for three years ahead load demand forecasting which have four inputs: energy consumptioni-1, industrial indexi-0, consumer price indexi-0, and maximum temperaturei-0. The output of this model is energy consumption demand of the country that is thirty-six months ahead or 3 years ahead. Note that: year 2004 (0), 2003(-12), 2002 (-24), 2001 (-36), 2000 (-48), 1999 (-60), 1998 (-72), and 1997 (-84).

Fig.20 shows the actual load demand in 2005, 2006, and 2007 on dash line. Solid line shows the forecasted values. The mean absolute percentage error (MAPE) is 4.65 %. It can be seen the percentage error (PE) for each month in Fig.20 (b).

Fig.19 and 12 show the data information for training, target, and testing which are used for two years forecasting of the model no.1 and no.2. Fig. 10 and 13 show details of model no.1 and no.2 based on neural network algorithm. Fig.11 and 14 show results of these models. Fig.15 and 18 show data information for train, target, and test which are used for three years forecasting of model no.1 and no.2. Fig.16 and 19 show details of model no.1 and no.2 based on neural network algorithm. Fig.17 and Fig.20 show the results of these models.

TABLE II: on left-hand shows actual consumption demand and forecasted value error in 2005, 2006, and 2007 (three years); on right-and shows actual consumption demand and forecasted value error month in 2006, and 2007 (two years).

TABLE III: This table shows the result of energy consumption demand forecasting and varied number of neuron in hidden layer from five, ten, fifteen, twenty, twenty-five, and thirty neurons. The experimental results show mean absolute percentage error (MAPE) in this table.

| TABLE II: ACTUAL AND FORECASTED LOAD DEMAND (NORM: UNIT IN GHZ) |
|---|---|---|---|---|---|---|---|
| Year   | Actual | PE   | Year   | Actual | PE   |
| 2005   | 0.596918 | 1.037 | 2006   | 0.596918 | 1.566 |
| 2006   | 0.596918 | 1.037 | 2007   | 0.596918 | 1.566 |
| 2007   | 0.596918 | 1.037 | 2008   | 0.596918 | 1.566 |

TABLE III: ACTUAL AND FORECASTED LOAD DEMAND (NORM: UNIT IN GHZ)
This paper presents the yearly mid-term load forecasting using artificial neural network based on feed forward back propagation algorithm in Thailand. We proposed two models forecasting: two years ahead and three years ahead demand forecasts. Two years ahead midterm load forecasting have two patterns model like model no.1 and model no.2. The model no.1 has four inputs and model no.2 has twelve inputs. Three years ahead midterm load forecasting have two pattern models like model no.1 and model no.2 which model no.1 has four inputs and model no.2 has four inputs similarity. Forecasts model can be varied number of neuron in hidden layer five, ten, fifteen, twenty, and thirty neurons. The results show two years ahead mid-term load forecasting model no.2 can be reduced error. Mean Absolute Percentage Error (MAPE) in this model is 4.35%. In three years ahead mid-term load forecasting model no.1 and no.2 MAPE is almost equal, MAPE is about 4.65% and 4.70% respectively. The experimental results show two and three years ahead midterm load forecasting by using differential models and varied number of neuron in hidden layer for finding the minimum MAPE of each model. This load demand forecast is useful for fuel reserve planning and unit commitment in the power system.
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