Abstract—This research aims to develop previous researches which published in the ICSPS 2009, that were successful to perform iris localization. The indicator values perform well for doing iris localization in comparison with two previous works of Daugman’s and Wildes’ work. Even succeeded in iris localization, previous researches still has some weaknesses. The worst weakness about to the matching between two iris, even when applied with Hamming and Euclidean distance to perform the code matching of iris, the average similarity for matching two iris image taken from same iris is just 30 to 45 percents. Hereby, research to propose a research in ocular biometric system to identify someone by using iris part. This research is still focused on how to perform iris recognition by doing the normalization and feature extraction to get better iris localization. After iris localization step is performed, then it is continued by extracting the iris feature to get the iris code. The last step is to perform iris code matching embedded with shift bit algorithm in hamming distance to get the better result.

Index Terms—Algorithm, bit shift, code, iris, matching.

I. INTRODUCTION

Human is different each other. Even they are twins, they are stillnot identical in deep. In general way, we differ ourself with a name. Each time human was born into the world, we give a name to recognize him or her among others. Therefore, we called “a name” as an human identity. Besides that, we could identify someone from his or her characteristic. Normally, we identify by looking his or her skin color, face shape, height, body, etc. Those characteristic are included to be as visible characteristic. More on, visible characteristic means that the identification is simple to do it. Invisible characteristic is harder to do the identification. Even hard to do, invisible characteristic is more accurate and unique. In invisible characteristic, using DNA, finger, face, and any of human part that could be used as an identity. So, every human has their own information that differs to others. In study research, this knowledge called by Biometric System. Biometric system provides automatic identification of an individual based on an unique feature or characteristic possessed by the individual[13]. One of the biometric system identification is by using the human eye[1]. Ocular biometric system process the characteristic of eye. In our eye, the main unique feature is iris part[2]. In iris, it consists of distinct characteristics such as freckles, coronas, stripes, furrows, crypts, and so on. From outside visualized iris template, there is collarette and vessel that creates unique pattern. This unique pattern is used to identify person. Knowing that, the main idea of eye biometric system is by getting the iris pattern. This iris pattern is extracted to be a iris code as an identity. In real research, we have to recognize the iris with automatic way. To recognize the iris, we localize the iris from other part of eye.

In 1993, Daugman had presented a method for eye biometric system[6]. He proposed an integral differential operator to localize the iris and extract into 256 byte length of iris code with using 2D Gabor Wavelet filter to find Hamming distance in iris similarity matching. But, it has some weaknesses. The main of the weakness in the method is in the calculation of blurring factor that is too sensitive toward the light reflection and contrast. And, the calculation of the circle equation to get the iris area is dependent to the radius and middle point parameter.

Continued in 2007, Daugman had made new method with active contour approach in segmenting the area of iris, and fourier method to process the image with any direction of eyes to the camera[10]. Differ than Daugman, Wildes presented a Hough transform method[19]. This Hough transform converts the eye image into a binary edge-map via gradient-based edge detection, then voted to get the parameters of iris boundaries. Wildes' method is very computationally demanding because it introduces lots of edge points of other objects, such as eyelashes and eyelids, in Hough transform.

Another focus of ocular biometric system is iris code matching. Extracting the iris into code is influenced by the condition of original image as an input in biometric system. Different image input that is taken with different angle, position, or session from the same iris might result different iris code. It has been proven in my previous research. So that, the similarity result is still low in matching the iris code taken from same iris. One of the solution is by doing iris normalization. Masek, in his thesis, proposed a shift bit algorithm in Hamming distance algorithm to normalize the iris code[13]. The result showed well in increasing the iris similarity matching.

II. RELATED WORK

The main idea in ocular biometric system for recognizing is how to get the part of iris separated from others like pupil, sclera, and etc. This idea has been interesting many researchers to solve it. Since the input is two dimensional image, researchers tried and proposed their work in getting
just the iris area. When, there are two work that has been performed to do that. First of all, it is an Integro-differential method by Daugman presented in 1993[6] and continued in 2007[10]. The second is Hough transform by Wildes et al[19].

Considering the input is taken by a camera, it indirectly will affect the quality of that input-self. Beside of the camera, the environment condition gives the influence to the quality. For example, if the condition is to shiny, the input image will have high intensity of its pixel that original supposed to be. Because of that reason, many researches of eye biometric system suggest to normalize the input image before matching template code of iris-eye. The aim of normalization process is to reduce the noise on input image. One of the normalization method is by embedding the normalization algorithm in matching step. This idea has been proposed by Masek in his submitted thesis[9]. Masek's idea is by shifting the iris code bits in several looping until get the closer hamming distance.

### A. Integro-differential Daugman's

Daugman's method is based on applying an integro-differential operator to find the iris and pupil contour. The method actually uses 2D Gabor Wavelet to the iris localization. Daugman makes the use of an integro-differential operator for locating the circular iris and pupil localization. Not only does this make circle localization more accurate, it also makes it more efficient, since there are less edge pixels defining the circle are required for successful localization. When performing circular Hough transform, and not all of the edge pixels defining the circle are required for successful localization. Not only does this make circle localization more accurate, it also makes it more efficient, since there are less edge points to cast votes in the Hough space.

From the edge map, votes are cast in Hough space for the parameters of circles passing through each edge point. The Hough transform consists of defining a mapping among the image space \((x, y)\) and the space of parameters \((c, d, r)\).

\[
(x - c)^2 + (y - d)^2 = r^2
\]

where \(c\) and \(d\) is the center of the circle and \(r\) is the radius which are able to define any circle according to the equation

To achieve this, the space parameter is discrete and acts in the form of a matrix of integers or cells, where each position of the matrix corresponds to an interval in the real space of the parameters. All circles are sought \((c, d, r)\) which go by the fixed point \((x, y)\). In that equation, we can see a cone in the space \((c, d, r)\) which is fastened by the parameters \((x, y)\). The result is shown in figure 3.

The method had been tested with many samples of eye images. And, this method had been patented in US for iris recognition algorithm. Surely, it seems a perfect method. However, the algorithm can fail where there is noise in the eye image, such as from reflections, since it works only on a local scale. Since, the blur factor measurement was sensitive to the reflection and contrast light from environment. The circle equation calculation in the method was suspended to the middle point parameter of iris and pupil radius.

### B. Hough Transform-Wildes'

Wildes used Hough transform in iris recognition [19]. The Hough Transform (TH) is a standard method for detection of "shapes" such as circles in scanned images, which are easily parameterized from known formula. First step in this algorithm, Wildes does the edge detection. This edge detection is to initialize the boundary and edge of the part on the eye image as an input.

In performing the preceding edge detection step, Wildes et al. bias the derivatives in the horizontal direction for detecting the eyelids, and in the vertical direction for detecting the outer circular boundary of the iris, this is illustrated in figure 2. The motivation for this is that the eyelids are usually horizontally aligned, and also the eyelid edge map will corrupt the circular iris boundary edge map if using all gradient data. Taking only the vertical gradients for locating the iris boundary will reduce influence of the eyelids when performing circular Hough transform, and not all of the edge pixels defining the circle are required for successful localization. Not only does this make circle localization more accurate, it also makes it more efficient, since there are less edge points to cast votes in the Hough space.

![Fig. 2: Wildes’ Iris Localization](image)
Wildes’ method seems better accurate. But, some researchers showed that the method should be improved. Because, the determination of threshold value differently could get the different result in final decision of iris recognition. This threshold influenced the edge detection in the iris and pupil circle localization.

C. BitShift-Masek’s

In Masek’s thesis\textsuperscript{13}, the Hamming distance algorithm employed also incorporates noise masking, so that only significant bits are used in calculating the Hamming distance between two iris templates. When taking the Hamming distance, only those bits in the iris pattern that correspond to ‘0’ bits in noise masks of both iris patterns will be used in the calculation. The Hamming distance will be calculated using only the bits generated from the true iris region, and this modified Hamming distance formula is given as:

\[
HD = \frac{1}{N - \sum_{j=1}^{N} X_{n_j}(OR)Y_{n_j}(AND)} \sum_{j=1}^{N} X_j \oplus Y_j \land (AND)
\]

\[
X_{n_j} \land (AND) \land Y_{n_j}
\]

Where $X_j$ and $Y_j$ are the two bit-wise templates to compare,

$X_{n_j}$ and $Y_{n_j}$ are the corresponding noise masks for $X_j$ and $Y_j$, and $N$ is the number of bits represented by each template.

III. DESIGN ANALYSIS

The system proposed was ocular biometric system as identifying someone with iris part. The design was explained with correlated algorithm or some mathematical function that represents on how to develop The proposed system divided into three main parts. Though, the major focus was iris localization and iris matching as seen in figure 6.

Considering to the theory framework, ocular biometric system involves a 2-Dimensional image as an input into the system. The paper didn’t concern deeply to the input process. Here, the input was already available to be proceed.

A. Image Acquisition

Image acquisition is considered the most critical step in the research, since all subsequent stages depend highly on the image quality. To get the good quality, it depends on some parameter such as:

- Lighting includes both artificial light sources such as lamps and natural illumination of interiors from daylight.
- Focal Length is a measure of how strongly it converges (focuses) or diverges (diffuses) light.
- Aperture is the opening that determines the cone angle of a bundle of rays that come to a focus in the image plane.
• Depth of Field is the portion of a scene that appears sharp in the image
• Pixel of Resolution

After that, the captured image is better to be converted into gray scale image. Images of this sort are composed exclusively of shades of neutral gray, varying from black at the weakest intensity to white at the strongest.

B. Iris Localization

Iris Localization is divided by two main steps. First of all, it is a "Pre-processing". Pre-processing is to recognize the pupil boundary from others. The result will generate some white points that represents for the edges of any part. The second step is "Iris Centroid". This second step is aimed to find the real iris centroid point on the image. The real centroid point of iris is functioned to initiate the distance for a height and width of iris area cutting.

Pre-processing : As seen in figure 7, Pre-processing step consists of some steps. First, it is a step to convert the original image input to be a binary image. Second, it is a deviation step processed by two extended steps which are the dilation and erosion step. The last step is a skeleton step. The detail of those steps will be explained more in each section part as following below.

1) Pre-processing : As seen in figure 7, Pre-processing step consists of some steps. First, it is a step to convert the original image input to be a binary image. Second, it is a deviation step processed by two extended steps which are the dilation and erosion step. The last step is a skeleton step. The detail of those steps will be explained more in each section part as following below.

• Binary process is the first step in separating the iris and pupil. The idea is to take the pupil as the main point. Since pupil area is dark dot in eye, it is simple to get this area as parameter. So, we assume that pupil area is dark and the others are bright with thresholding. Thresholding changes pixel value to 1 if it's greater than threshold value and 0 in opposite condition. The equation of thresholding is as following:

\[ f(i, j) = \begin{cases} 0 & \text{if } I(i, j) > T \\ 1 & \text{if } I(i, j) \leq T \end{cases} \]

\( f(i, j) \) is the threshold result from condition wether is greater than or less equal then of the threshold value which is \( T \).

• Dilation After The binary result was obtained, next step to reduce the bad effect from threshold value that sometimes narrow the pupil boundary area with dilation \[7\]. Dilation is one of the basic operations in mathematical morphology. Originally developed for binary images, it has been expanded first to grayscale image, and then to complete lattices. The dilation of \( A \) by the structuring element \( B \) is defined by:

\[ A \oplus B = \bigcup_{b \in B} A_b. \]

The dilation is commutative, also given by:

\[ A \oplus B = B \oplus A = \bigcup_{a \in A} B_a. \]

If \( B \) has a center on the origin, then the dilation of \( A \) by \( B \) can be understood as the locus of the points covered by \( B \) when the center of \( B \) moves inside \( A \). The dilation of a square of side 10, centered at the origin, by a disk of radius 2, also centered at the origin, is a square of side 12, with rounded corners, centered at the origin. The radius of the rounded corners is 2. The dilation can also be obtained by:

\[ A \oplus B = \{ z \in E \mid (B')_z \cap A \neq \emptyset \} , \]

where \( B' \) denotes the symmetric of \( B \), and \( z \) is the enlargement.

• Erosion

The dilation result is not enough. so need to concern another condition that the threshold value doesn't narrow the area, but widen it. So, The pixel should be widen by erosion technic. Erosion is one of two fundamental operations (the other being dilation) in morphological image processing from which all other morphological operations are based \[7\]. The erosion of the binary image \( A \) by the structuring element \( B \) is defined by:

\[ A! \ B = \{ z \in E \mid B_z \subseteq A \} , \]

where \( B_z \) is the translation of \( B \) by the vector \( z \), i.e.,

\[ B_z = \{ b + z \mid b \in B \} , \forall z \in E. \]

When the structuring element SBS has a center (e.g., \( B \) is a disk or a square), and this center is located on the origin of \( E \), then the erosion of \( A \) by \( B \) can be understood as the locus of points reached by the center of \( B \) when \( B \) moves inside \( A \). For example, the erosion of a square of side 10, centered at the origin, by a disc of radius 2, also centered at the origin, is a square of side 6 centered at the origin.

The erosion of \( A \) by \( B \) is also given by the expression:

\[ A! \ B = \bigcap_{b \in B} A_{-b}. \]

• Deviation

The value between dilation and erosion was calculated to get the deviation of them. It is important to do, since we want to reduce error of pupil boundary area localization. The basic idea in binary morphology is to probe an image with a simple, pre-defined shape, drawing conclusions on how this shape fits or misses the shapes in the image. This simple "probe" is called structuring element, and is itself a binary image (i.e., a subset of the space or grid) \[7\]. The equation is defined by:

\[ C = \{ A \ominus B \} - \{ A! \ B \} , \]

where \( A \ominus B = \{ z \in E \mid (B')_z \cap A \neq \emptyset \} \) is dilation result, and \( A! \ B = \{ z \in E \mid B_z \subseteq A \} \) is erosion result.

Fig. 7: Eye Recognition System Flow
• Skeleton
The next step is to perform the skeleton algorithm. The skeleton algorithm is used to rarefy the edge boundary result from the deviation step. Because, the deviation results a edge boundary that has thickness greater than one pixel. So, It must be made become fit[7]. The advantage of doing this is that it don't get data redundancy since each pixel has data information. The equation is represented by:

\[ S(A) = \bigcup_{i=0}^{n} S_i(A) \]

where \( S_i(A) = (A! iB) - (A! iB)^{i+1}B \) is elemen structure of its.

• Iris Centroid

![Iris Centroid Flow Step](image)

As seen in figure 8, Iris Centroid consists of three steps. First step is "Pupil-Iris Centroid Point Estimation". Second step is "Pupil Edge Boundary Tracing". The last is "Real Pupil Centroid Point Estimation". Those three steps will be explained more in each section as following below.

• Pupil-Iris Centroid Point Estimation
This step is to estimate the initial centroid point of the pupil-iris. Related to the theory, pupil part is inside of the iris part. And, both of the part has a same centroid point. To estimate the point, I'm using simple idea to do it.
First of all, Two lines set up into the image. To set up first line vertically, the length of original image width is divided by two. So, Two parts separated by a resulted point in the middle between them. Performing the same way for the both of width sides. Then, A line was made vertically from two middle points of the both width sides. As same logic way, the second line horizontally was made. The result is easier to understand by looking in figure 9.

![Initial Pupil-Iris Centroid Point](image)

• Pupil Edge Boundary Tracing
This step is to trace the pupil edge boundary. The tracing itself is to separate the pupil edge boundary from other things that sometimes has same pixel like pupil area. In the beginning, we have assume that pupil is a dark area meaning that every dark area on image can be pupil area. What if the condition like eyelashes or other things can be said that it is also a dark area. So, to trace the edge we use Freeman Chain Code [7]. The Freeman chain code is a sequence of directions of the steps taken when following the boundary of a region. Let us define the anti-clockwise Freeman code as in figure 10.

The inner boundary tracing algorithm can be used to follow the boundary in the image. The algorithm is defined as:

1) Search the image from top left until a pixel \( P_0 \) belonging to the region is found. For 4-connectivity assign \( d = 3 \), which stores the the direction of the previous move.
2) Search the neighborhood of the current pixel for another pixel \( P_i \) of the boundary in an anti-clockwise direction beginning from \( (d+3) \mod 4 \). Update the value of \( d \)
3) If the current boundary element is equal to \( P_0 \) and the previous \( P_0 \), then stop. Otherwise, goto step 2.
4) The detected inner border is represented by pixels \( P_0 ... P_{n-2} \).

The result is easier to understand by looking in figure 11 that describing about pupil edge tracing.

![Freeman Algorithm](image)
Fig. 11 : Pupil Edge Boundary Tracing

- Real Pupil Centroid Point Estimation
  This step is trying to find the pupil middle point. The reason is to determine the pupil area, so we can get the pupil circle area correctly. Then, it can be used in processing the iris feature extraction and encoding. To do that, we assume that the pupil area is a geometry plane. Since it's an image, the geometry plane is defined into 2D coordinates. One way to do is with Centroid method. Calculating the centroid involves only the geometrical shape of the area. Integration formulas for calculating the Centroid are:

\[
C_x = \frac{\int x \text{d}A}{A} \quad C_y = \frac{\int y \text{d}A}{A} \quad A = f(x) \text{d}x
\]

where the distance from the \( y \)-axis to the centroid is \( C_x \), the distance from the \( x \)-axis to the centroid is \( C_y \), and the coordinates of the centroid are \((C_x, C_y)\). The result is easier to understand by looking in figure 12 that describing about real centroid point.

Fig. 12 : Real Centroid Point

C. Feature Extraction

This part will explain about to extract the feature image and encode it. As assumed before, extracting feature from the image is not simple one. Differ with Daugman's and Wildes' feature extraction, the area extracted with two step. First, performing the pupil and iris area cutting. Next step is to encode it with Canny Operator Detection.

1. Iris Area Cutting : The aim of this step is to pick some area of iris and pupil that really represent their feature. So, all area of iris and pupil were not need when iris area image may be closed by eyelashes or eyelids in real. Depends on the condition, the iris area was picked by cutting it. The cutting area can be defined by mathematics equation as following:

\[
A = H \times W
\]

where \( H = \{2 \times H_m\} \) is the height of cutting area, and \( W = \{2 \times W_m\} \) is the width of cutting area. \( H_m \) is the pupil radius minimum area. \( W_m \) is the iris radius minimum area. Both of \( H_m \) and \( W_m \) must be multiplied by 2 since they are radius. Those are pixel value. The result is easier to understand by looking in figure 13 that describing about iris area cutting. In that figure, \( H \) is denoted by \( N \). And, \( W \) is denoted by \( M \).

Fig. 13 : Iris Area Cutting

2. Iris Bits Coding : In encoding, the first is edge detection. Edge detection can make the iris circle parameter calculation easier. One of the edge detection algorithm is Canny edge detector. The approach was based strongly on convolution of the image function with Gaussian operators and their derivatives, so we shall consider these initially. Considering the Gaussian function in one dimension, this may be expressed

\[
G(x) = \frac{1}{\sqrt{2\pi}\sigma} e^{-x^2/(2\sigma^2)}
\]

and the first derivative is

\[
G'(x) = \frac{-x}{\sqrt{2\pi}\sigma^3} e^{-x^2/(2\sigma^2)}
\]

and the second derivative is

\[
G''(x) = \frac{-1}{\sqrt{2\pi}\sigma^5} e^{-x^2/(2\sigma^2)} \left[ 1 - \frac{x^2}{\sigma^2} \right]
\]

In fact, the first derivative of the image function convolved with a Gaussian,

\[
g(x, y) = D[Gauss(x, y) * f(x, y)]
\]

is equivalent to the image function convolved with the first derivative of a Gaussian,

\[
g(x, y) = D[Gauss(x, y) * f(x, y)]
\]

Thefore, it is possible to combine the smoothing and detecting stages into a single convolution in one dimension, either convolving with the first derivative of the Gaussian and looking for peaks, or with the second derivative and looking for zero crossings.

To encode the iris pattern, i’m using two codes generated from same iris area cut. The reason to use two codes for representing an iris pattern is to give a closer code representing to the iris pattern. The two codes are initiated by "a template code" and "a mask code".

a Template Code

A template code is generated by reading the value of the
image pixel per pixel related to the N x M matrix of the iris area cut size. For example, first value of template code is read from value that represents the intensity of iris area cut image at position pixel number 1 considering to N x M matrix. After the system got the pixel value, then it will be classified whether it is "0" bit or "1" bit. The classifying condition is given from a threshold value of "T" that is "0.5" in this case. The equation of thresholding is as following:

\[ f(i, j) = \begin{cases} 
0 & \text{if } I(i, j) \text{ divided by } 255 \leq T \\
1 & \text{if } I(i, j) \text{ divided by } 255 > T 
\end{cases} \]

where \( I(i, j) \) is pixel value at position of \( i \) and \( j \) of the N x M matrix-iris area cut image. The result is easier to understand by looking in figure 14.

**a Mask Code**

A mask code is simply generated by reading the value of the image pixel per pixel same as like a template code. The different code here, a mask code is generated directly to "0" or "1" bit value from N x M matrix-iris area cut image. It because that the iris area cut image is binary image. The result is easier to understand by looking in figure 15.

**D. Matching**

This part is the last step of the improved method. The aim is to match iris meaning the code. The matching process is to get the similarity value. Unlike my previous work, i'm using the Hamming Distance as the matching algorithm embedded with Bit-Shift algorithm to increase the similarity value.

1) **Hamming Distance** : For binary strings \( a \) and \( b \) the Hamming distance is equal to the number of ones in a XOR b[8]. The equation of Hamming Distance is defined by:

\[ HD = \frac{1}{2,408} \sum_{j=1}^{2,408} A_j (XOR) B_j \]

Where \( A \) is the first image matrices and \( B \) is the second image matrices.

As explained before, the iris code is generated by two code which are "a template code" and "a mask code". Knowing that, the algorithm of the Standard Hamming Distance is extended as following:

\[ HD = \frac{1}{N - \sum_{i=1}^{N} Xn_i (OR) Yn_j} \sum_{j=1}^{N} X_j (XOR) Y_j (AND) \]

where \( X_j \) and \( Y_j \) are the two bit-wise templates to compare, \( Xn_j \) and \( Yn_j \) are the corresponding noise masks for \( X_j \) and \( Y_j \), and \( N \) is the number of bits represented by each templates.

2) **Bits Shifting** : As explained in the theory, bit shifting is to increase the similarity of the iris codes. Before calculating the hamming distance, each codes between two iris pattern will be proceed and normalized onto the bit shifting algorithm. Both of the iris template and mask is included onto it. So, each iris template and mask from two iris pattern that is being to be calculated the Hamming distance value is shifted. The shifting process for one shift is illustrated in figure 16.

**IV. SYSTEM ANALYSIS AND TESTING**

**A. Data Testing**

Data testing is downloaded from Image Iris Database website (http://www.cbsr.ac.cn/irisdatabase.htm) which has given permission to be used for research and education sample. There are three data set taken from three different image acquisition devices. For this research thesis, it is using the data set from CASIA-IrisV1 and CASIA-IrisV3-Interval that have some characteristic as listed in table I.
TABLE I: TABLE STATISTIC OF CASIA-IRIS-DATASET

<table>
<thead>
<tr>
<th>Characteristic Comparison</th>
<th>CASIA-IrisV1</th>
<th>CASIA-IrisV3-Interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sensor</td>
<td>Self-developed</td>
<td>Self-developed with LED</td>
</tr>
<tr>
<td>Environment</td>
<td>Indoor</td>
<td>Indoor</td>
</tr>
<tr>
<td>Session</td>
<td>Two sessions no interval</td>
<td>Two sessions with a time interval</td>
</tr>
<tr>
<td>No. of subjects</td>
<td>216</td>
<td>249</td>
</tr>
<tr>
<td>No. of classes</td>
<td>320</td>
<td>396</td>
</tr>
<tr>
<td>No. of images</td>
<td>2510</td>
<td>2655</td>
</tr>
<tr>
<td>Resolution</td>
<td>320×280</td>
<td>320×280</td>
</tr>
<tr>
<td>Features</td>
<td>Clear iris texture details</td>
<td>Deeper and with shiny LED reflection</td>
</tr>
</tbody>
</table>

For this research, used 30 different subject data for each CASIA Iris version. The different image of CASIA-IrisV1 and CASIA-IrisV3-Interval can be seen in figure 17 clearly as an example.

B. Running Test

A test done to see the result while the system is running on. The running test involves CASIA-IrisV1 Image and CASIA-IrisV3-interval image. Each CASIA-Iris will use two input image from the same eye when are going to see the iris localization and the iris matching result.

1) Case of CASIA-IrisV1 Image

It will be tested two eye image taken from same eye of person. The first data is 00111 having bitmap file type. The second data is 00113 having bitmap file type same as the first data. According to data, since both of data are from the same eye of person, then the result should be closer to the match or having the maximum percent of the match probability. Those data are shown in figure 18.

Fig. 18: Original image input of (a)00111 and (b)00113

Finally, it results that matchratio = 0.0789 and matchprob = 92.1102 percents for matching between 00111 and 00113.

2) Case of CASIA-IrisV3-Interval Image

It will be tested two eye image taken from same eye of person. The first data is S1001L01 having bitmap file type. The second data is S1001L02 having bitmap file type same as the first data. According to data, since both of data are from the same eye of person, then the result should be closer to the match or having
the maximum percent of the match probability. Those data are shown in figure 23.

![Fig. 23: Original image input of (a)S1001L01 and (b)S1001L02](image.png)

The result of iris localization is seen in figure 24. The iris localization didn't well for both data. It can be seen from the green line circling the pupil outtery edge boundary unfit worst. The green line is inside than suppose to be. The pupil outtery edge boundary indicates the iris inner boundary.

The result of iris template image is seen in figure 25.

![Fig. 24: Iris Localization result image of (a)S1001L01 and (b)S1001L02](image.png)

![Fig. 25: Iris Template result image of (a)S1001L01 and (b)S1001L02](image.png)

The result of iris bit matrix seen in figure 27. The red points represent each bit matrix value from the S1001L01 image. And, The blue points represent each bit matrix value from the S1001L02 image.

Finally, it results that matchratio = 0.0801 and matchprob = 91.9859 percents for matching between S1001L01 and S1001L02.

C. Matching Test

Matching test is aimed to know the similarity value of the iris codes. The similarity is generated from the Hamming distance whether it is closer to 0 or 1 value. If the value is closer to 0, it means dissimilar or the ratio of the match is worst. Despite to closer to 0, value closer to 1 is going to similar or the ratio of the match is good. Hence, there are two attribute values to declare the analysis as following:

1) **match ratio** means the ratio value of the match between two iris code. If the value of the match ratio is small that means the matching between two iris code is going to match well or closer. The limitation match ratio is from 0 to 1. The value match ratio is closer to 1, so the matching between two iris code is going to unmatch.

2) **match probability** means the probability of the match between two iris code. The match probability is resulted from 1 minus match ratio then multiplied by 100 percents. The limitation match probability is from 0 until 100 percents. For example, if the match prob. value is 90, it means ninety percents match well. So, the match prob. more on to maximum is closer match well.

As explained before, the matching test only use 30 data. The 30 data come from five subject of eye tested with six other data that still in same eye of person.

**CASIA IRIS V1**

The data testing were taken from CASIA IRIS V1. Notification is as following:

- all data are bitmap file.
- the three first digit of 00114 that is 001, means subject number 1.
- the fourth digit of 00114 that is 1, means that it was taken from first session of eye image acquisition.
- the last digit of 00114 that is 4, means the number of the eye image taken.

**TABLE II : TABLE MATCHING TEST OF CASIA IRIS V1**
As seen in table II, the system did well in iris matching. From the first test until the last that is the fifth test, the average hamming distance of the match probability is 91.258 percents match well.

**CASIA IRIS V3 Interval**

The data testing were taken from CASIA IRIS V3 Interval. Notification is as following:

- all data are jpeg file
- the four first digit of S1001L04 that is S100, means subject number 1.
- the fifth digit of S1001L04 that is 1, means that it was taken from first session of eye image acquisition.
- the sixth digit of S1001L04 that is "L", means it was captured from the Left eye. If it is "R", it means Right eye.
- the last two digit of S1001L04 that 04, means the number of the eye image taken.

**TABLE III : TABLE MATCHING TEST OF CASIA IRIS V3 INTERVAL**

As seen in table III, the system did well in iris matching. From the first test until the last that is the fifth test, the average hamming distance of the match probability is 92.987 percents match well.

**V. CONCLUSIONS**

There are some points that could underlined as following:

- the resolution of camera can influenced the depth of field in image captured. The resolution in here depends on focal length of camera and its aperture.
- the shiny lighting can influenced the image pixel. Because, the shiny image changes the pixel from the low intensity to high intensity. As higher the intensity, the pixel becomes higher too.
- Iris Localization in CASIA IRIS V1 did well. But, in case of CASIA IRIS V3 didn't well since it's been affected by noise of shiny points of LED reflected from the Camera.
- Both of the case for CASIA IRIS V1 and CASIA IRIS V3, the iris matching is done successfully with match probability in 90 percents.
- The Bit Shifting algorithm has increased the hamming distance between two iris codes as seen in Bit Matrix Plot.

In general, when the input is good image like from CASIA, the algorithm is powerful to get the iris localization. The boundary edge is fit well. And, the bit shifting has succeed to reduce the noise of the iris image. The result of it is that the hamming distance similarity is closer to similar.
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